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The Employment Retention and Advancement (ERA) Demonstration project is a major new welfare-to-work social experiment, the largest random allocation evaluation ever mounted in Great Britain. This paper draws on experience gained in designing the ERA Demonstration to explore the strengths and limitations of social experimentation for policy evaluation and analysis, and to highlight some of the key issues that need to be considered in designing random allocation experiments.

Testing new interventions through a social experiment

The ERA Demonstration project will begin towards the end of 2003. The Demonstration will test a package of new services and financial incentives that aim to encourage groups on the margins of the labour market to obtain a job, retain work and advance in employment. Specifically, a new type of personal adviser service – the Advancement Support Adviser – will be tested alongside two new financial incentives: a retention and advancement bonus and a training bonus. The effectiveness of these new services and incentives will be compared to the effectiveness of existing services, notably the New Deal initiatives and financial incentives such as tax credits.

The new services and incentives developed through the ERA programme will be thoroughly tested in six areas of the country.

Random allocation

Random allocation is adopted to estimate the impact of the ERA programme because it provides unbiased or ‘internally valid’ estimates of the programme’s impact. It does so because random allocation ensures that the only differences between programme and control groups at the point of randomisation are random differences – in other words, it ensures that there are no systematic differences between the two...
groups, and consequently they are statistically equivalent. Counterfactual estimates of programme outcomes (that is, the mean value of outcomes that would have prevailed for the programme group had they not received new services and incentives) can be estimated from the control group. In the absence of the programme, the only difference between the mean values of outcomes for individuals in the control and programme groups are differences that occur at random. As a result, counterfactual estimates of programme outcomes, derived through a control group constructed at random, are considered ‘unbiased’.

A range of alternative quasi-experimental approaches to measuring the effectiveness of the ERA services and incentives can potentially be used instead of random allocation. For example, estimates of programme impacts can be derived from simple ‘before and after’ type estimators. Alternatively, counterfactual samples can be selected from carefully matched comparison or control areas. Those eligible for a programme who fail to join it can also be sampled and used to construct counterfactual estimates. Some form of matching, such as that based on propensity scores, can be used to improve quasi-experimental estimates of programme impacts. Despite these refinements, all of the quasi-experimental alternatives to random allocation possess substantial drawbacks. The crux of the problem centres on the inability of quasi-experimental methods to deal convincingly with the problem of unobserved selection bias.

Some design issues in social experimentation
Notwithstanding the benefits of an experimental design, significant barriers exist to the proper implementation of random allocation. Moreover, there are clearly instances where random allocation is unsuitable on ethical grounds.

The twin problems of ‘crossovers’ and ‘contamination’ provide appreciable challenges to the designers of social experiments. Crossovers occur when individuals are no longer allocated to programme and control groups by chance alone, and some systematic component enters into the process of allocation. Contamination occurs when individuals assigned to the control group inadvertently receive services or treatments intended for programme group members.

The ERA experimental design seeks to limit the potential for crossovers and contamination to occur, through ensuring that, where possible, programme services and incentives are delivered by a separate group of staff. Furthermore, technical advisers will be on hand to ensure that frontline staff observes random allocation protocols and that administrative records are kept so that it is clear whether a given individual is a member of the programme or control group. A centrally-administered random allocation algorithm ensures that both administrators and customers are unable to ‘game’ the allocation process.

One of the key issues in ensuring that social experiments produce useful findings is to consider carefully the selection of localities (experimental sites) where the experiment will be implemented. Ideally, experimental
sites would be selected at random, but this is seldom feasible and was not an option for the ERA Demonstration. Instead, six experimental sites were selected from across Great Britain on the basis of a number of criteria. These included the need to avoid Jobcentre Plus districts engaged in major administrative reorganisation, the need to obtain a reasonable geographical spread of sites and the need to be able to select samples of sufficient size in each site, such that programme impacts might be detected at site level.

In common with many quasi- and experimental evaluations in Great Britain, the ERA Demonstration is largely reliant on survey data to measure outcomes. The larger the size of survey samples, the smaller the impacts that can be detected. The problem is that it is expensive to collect data from survey samples. The ERA Demonstration project used the concept of Minimum Detectable Impact to identify the most appropriate trade-off between cost and sample size.

Random allocation designs rely on computing the difference between average values for programme group outcomes (e.g. earnings) and averages control group outcomes, in order to estimate the impact of the programme or intervention under investigation. In many social experiments, however, simple experimental comparisons are not sufficient to address the full range of questions that evaluators wish to consider. In the case of the ERA Demonstration, one of the key issues is whether the programme leads to improvements in hourly wages and increased wage progression among those in the programme group. Because only a fraction of the programme and control groups will enter employment and thereby record hourly wages, and it is anticipated that the process of obtaining work by members of the programme group will be influenced by ERA services and incentives, it is highly likely that a simple comparison of wage rates between employed programme and control group members will not yield unbiased estimates of programme effectiveness. For this reason, quasi-experimental methods will be required in addition to simple comparisons of programme and control group outcomes.

What will not be learnt from the ERA Demonstration

Social experiments seek to answer questions about causality and the impact of programmes or interventions. There is a range of questions of interest to policymakers and evaluators, however, which social experiments can either not address at all (because they are not designed to do so) or that can only be addressed with specific modifications to the experimental design. But such modifications often render the practical implementation of experiments problematic.

One of the main charges levelled against experiments is that they fail to provide an explanatory account of the processes that give rise to observed programme impacts. This limitation is frequently termed the ‘black box problem’. For example, the ERA Demonstration involves the delivery of both caseworker services and financial incentives as a single package. The experimental design – the allocation of participants to a single programme group or to a control group – does not allow separate experimental estimates of the impact of Advancement Support Adviser (ASA) services and the

---

The ERA Demonstration project is to be delivered through Jobcentre Plus.
Conclusions

The ERA Demonstration illustrates both the strengths and weaknesses of social experiments in evaluating social programmes. For evaluating ERA, and a wide variety of other social policy interventions, an experimental design is superior to alternative designs that might be used instead – for example, a ‘before and after’ comparison, matched sites, or a participant/non-participant comparison. It will provide greater assurance of internal validity, while being no more costly or time-consuming. However, this does not mean that experimental designs are always superior for evaluating all social policies; just that experiments are often advantageous, and random allocation clearly is the best approach for evaluating ERA. Quasi-experimental methods may be less expensive and less time-consuming than random assignment for evaluating existing programmes. Moreover, occasionally there are ethical reasons for not using random allocation. Nonetheless, if implemented and run properly, an experimental design will almost always provide greater internal validity than alternative approaches.

No single evaluation design can answer all the questions about a specific social policy that are of interest, and random allocation is no exception. Sometimes, however, certain design modifications can be made that can help address certain issues. For example, although ultimately not adopted, consideration was given to using a differential experimental design for the ERA Demonstration in order to determine whether the impact of combining financial incentives with services is greater than the impact of financial incentives alone. Other limitations of a single evaluation design can be at least partially overcome by combining several different approaches. For example,
quasi-experimental econometric methods will be required to examine certain issues concerning ERA's impact on advancement, while a process study will be used to help determine the context and the manner in which ERA services were delivered.

There are certain important questions that no combination of evaluation methods can definitively address, however. For example, neither experimental nor non-experimental methods will be able to provide more than limited information about which specific components of ERA are most or least effective – the so-called 'black box problem'. In addition, once findings from the ERA Demonstration become available, uncertainty will inevitably remain about their 'external validity' – that is, the extent to which they can be generalised to different locations and populations and to different time periods; whether they are subject to scale bias, general equilibrium wage effects, substitution effects and/or Hawthorne effects; and whether entry effects might occur if ERA is rolled out nationally that did not arise during the Demonstration – regardless of the combination of experimental and non-experimental methods that were used to obtain them.
1. INTRODUCTION

Social experiments are field trials that randomly allocate individuals to programme and control groups for the purposes of evaluating new social programmes or changes in existing programmes. Since the 1960s, over 200 such experiments have been conducted in the United States (Greenberg and Shroder 1997), by far the largest number in any country. The number of social experiments conducted in the United Kingdom, where at least a dozen such evaluations have been undertaken, is probably second only to the number conducted in the United States. Descriptions of a selection of social experiments undertaken in the United Kingdom in the area of welfare and employment are presented in the Annex to this paper.

These experiments are not well known. Many are small and some, for a variety of reasons, did not produce usable findings; others, however, generated useful results.

The advantages and disadvantages, and strengths and weaknesses, of random allocation experiments for evaluating social programmes have been debated for many years (Burtless 1995; Burtless and Orr 1986; Cook and Campbell 1979; Heckman and Smith 1995; Pawson and Tilley 1997). These discussions, however, often tend to be rather abstract in nature and various authors tend to take one side or the other. In contrast, this paper considers both the advantages and disadvantages of social experimentation in the context of a specific random allocation demonstration that will be the largest yet undertaken in the United Kingdom - the Employment Retention and Advancement (ERA) Demonstration. The ERA Demonstration will test services and financial incentives that are intended to help disadvantaged individuals obtain and retain work, as well as helping them advance in employment.

The plan of this paper is as follows. The next section describes the programme that will be tested by the ERA Demonstration and explains why it is important to thoroughly test it before it is introduced nationally. Section 3 describes the random allocation design that will be used to evaluate the ERA pilot programme and some alternative approaches to impact evaluation that might have been used in its place. It then considers why these alternative approaches were not adopted. Section 4 discusses some of the difficult issues that had to be confronted in planning the ERA Demonstration, issues that are typically faced by those attempting to implement social experiments. Section 5 examines the types of information that, while relevant to policymakers, social experiments such as the ERA Demonstration cannot address. Most of these limitations similarly apply to other forms of non-experimental impact estimation. Some conclusions are presented in Section 6.
Programme objectives

The ERA Demonstration, which will begin in late 2003, aims to test a new policy intended to help those on the margins of the labour market obtain and a job, retain work and advance (Morris et al. 2003). The policy combines new and existing services with financial incentives to achieve these goals. The underlying rationale involves the provision of combined pre-employment and in-work support services for those who are initially out of work, and in-work support for those already in low-wage employment. For those who are initially out of work, services are available prior to job-entry for nine months, when the focus is on re-attachment to the labour market combined with a view to longer-term sustainability. For this group, job retention and advancement services will continue to be available for up to two years after entry into work. For those already in low-paid jobs, services intended to encourage job retention and advancement will be available immediately on entry into the programme and will continue for up to 33 months.

The ERA programme’s objectives include encouraging both job retention and employment advancement. Job retention is defined as sustained employment in any job of 16 hours a week or more. The objective is to prevent breaks from occurring in an individual’s work record, thereby helping them avoid time spent claiming benefits. To the extent possible, the programme will attempt to locate jobs for individuals that provide opportunities for advancement.

For this reason, one of the key features of the ERA programme is assistance with job-to-job moves through the provision of help with job search and help in identifying jobs with opportunities for advancement.

The concept of advancement is multifaceted and arriving at a neat definition is more challenging than with job retention. Individuals who increase their annual earnings might be considered to have advanced. However, increases in earnings can occur through either more hours worked or improvements in hourly wages, or both. For this reason, an improvement in the hourly wage is clearly an important indicator of advancement. But hourly wages can rise, while overall earnings fall as a result of a simultaneous reduction in hours. Thus, both hourly wages and earnings need to be considered together in determining whether an individual has advanced.

Apart from earnings and wages, there are other conditions of employment that should be taken into account in assessing the extent of advancement – for example, whether an individual has a supervisory role as part of their job, whether they enjoy pension benefits provided by their employer, or whether they have access to paid holidays and other such fringe benefits. Moreover, an individual’s subjective assessment of their job also needs to be taken into account. The evaluation of ERA services requires research instrumentation of sufficient scope to assess the impact of the ERA programme on these diverse aspects of advancement.
Target groups

The ERA Demonstration is designed to test new services on three target groups that were chosen for two reasons: they were viewed as the groups most likely to benefit from the programme, and individual members of the groups can be readily identified and located from administrative records.

The three target groups are: those eligible, and in most cases required, to join the New Deal for Long-term Unemployed (ND25+); those who choose to enter the New Deal for Lone Parents (NDLP); and lone parents working part-time and claiming Working Tax Credit (WTC). Appreciable numbers in these groups are known to encounter problems in obtaining, retaining or advancing in work, or in all three.

The two New Deal groups will become eligible to enter the ERA Demonstration at the point they would normally enter the New Deal. They will be identified through records held by Jobcentre Plus. Working lone parents will be eligible for entry into the Demonstration as long as they are working part-time (between 16 and 29 hours per week) and are claiming WTC (which replaced the Working Families’ Tax Credit in April 2003). They will be identified through records held on the WTC administrative database.

Programme components

The services to be tested through the ERA Demonstration comprise two components: caseworker services and financial incentives. Here, we provide a brief overview of these services. Readers interested in a fuller discussion should refer to Morris et al. (2003).

Caseworker services are to be delivered through an Advancement Support Adviser (ASA) who will be located within a Jobcentre Plus office. The ASA and each individual enrolled in the programme will jointly develop an Advancement Action Plan (AAP). For those not in work, the AAP will set out agreed steps that need to be taken in order for the individual to find and retain work, as well as to advance after having obtained work. The initial focus of the plan will be on simple steps that can bring a relatively speedy sense of achievement for individuals. After an initial job is obtained, the plan will focus on the steps needed to stabilise work patterns and then on more ambitious strategies for advancement. For those already in work, the AAP will outline actions intended to encourage advancement from the outset, while not losing sight of the need to maintain job retention.

ASAs will have access to a range of resources in order to help individuals achieve the goals set out in their AAPs. They will be able to broker services from a variety of sources to address specific barriers to employment retention and advancement that individuals might face. ASAs will also have access to an emergency fund. The main resource at their disposal, however, will be two financial incentives: a retention and advancement bonus, and a training bonus. Both bonuses will be used by ASAs to support the objectives outlined in each client’s AAP.

A retention and advancement bonus of £400 will be payable to individuals on the ERA programme who work at least 13 weeks during a given 17-week period. Each individual can receive a maximum of six bonus payments totalling £2,400 during the lifetime of the Demonstration. They must be working full-time (that is, working, on average, at least 30 hours a week) in order to qualify for the bonus. The bonus has been structured to encourage steady full-time work...
on the basis of the theory and empirical evidence, such as exists, that this is most likely to lead to advancement (Anulampalam and Booth 1998; Campbell and Green 2002). Payments of the bonus will be made at regular meetings between individuals and their ASAs, held every 17 weeks.

The training bonus aims to support training agreed to and set out in an individual's AAP. A bonus of £8 per hour, multiplied by the course length in hours will be payable for successful completion of an agreed training course, up to a maximum cumulative total amount of £1,000 for each individual, over the lifetime of the ERA Demonstration. In addition, a fund of £1,000 to pay for course fees will be available for each individual.

The need for a rigorous evaluation of the ERA Demonstration

New policies that aim to improve levels of job retention and employment advancement, such as the ones described above, are certain to be expensive. The opportunity costs of diverting resources toward such services are substantial. Moreover, although ERA is designed to be as consistent as possible with theory and evidence concerning what is most likely to be effective, given the lack of existing knowledge in the UK about how retention and employment can be improved, there is no way of knowing in advance that ERA services will actually prove effective. It is therefore extremely important that policymakers have information as to whether ERA services can achieve their objectives at a reasonable cost, before a decision is taken to introduce the programme nationally. Only in this way can policymakers be sure that the substantial resources required to fund the ERA programme are being used in a way that is productive.

To obtain the needed information about the effectiveness and costs of ERA, a policy demonstration pilot is being carried out. The ERA Demonstration will run in six geographical areas (known as programme sites) over a three-year period. Because the evaluation of the effectiveness of the pilot programmes will not be completed for two more years, it will be five years before policymakers will have all the information the pilot will provide at their disposal, although preliminary findings will be available a couple of years after the pilots begin in 2003. Such delays are, of course, frustrating. However, many of the phenomena policymakers are interested in, particularly job retention and employment advancement, can only be measured successfully over an extended period of time.

As indicated in the Introduction, the centrepiece of the Demonstration will be an impact assessment in the form of a randomised social experiment. Estimates of programme effects that are based on a random allocation design are to be combined with other methods, including a process study that explores the causal mechanisms at work through the programme, a thorough cost study and a cost–benefit analysis. A multi-method approach provides the best chance of successfully addressing a wide range of questions about the effectiveness of the ERA programme. For example, did the policy generate the intended impacts? What was the nature of the causal mechanisms that generated these impacts? And, did the benefits of the programme outweigh the programme's net costs?
Most methods for establishing a causal relationship between a new policy (or a change in an existing policy) and observed changes in an outcome of interest to policymakers, involve attempts to determine counterfactual outcomes. In other words, they attempt to establish what would have occurred had the new policy not been introduced, or a change to existing policy not been brought about. These approaches examine whether changes in outcomes of interest to policymakers can be attributed to the policy by comparing average outcomes for the individuals affected by the programme with average counterfactual outcomes.

One way of establishing a counterfactual is through random allocation. Individuals who are eligible for a programme are assigned to either a programme group or a control group by chance alone. In the case of ERA, individuals in the target groups will have an equal chance of being assigned to the programme group or the control group. Those assigned to the programme group will have access to ERA services and financial incentives, while those in the control group will not, but will instead be eligible for all existing non-ERA assistance (e.g. the New Deal and Jobcentre Plus services as well as the WTC). Thus, in the ERA evaluation, the control group will represent the counterfactual.

Programme impacts

As already suggested, much of the evaluation of a random allocation experiment is based on comparisons of average outcomes between programme and control groups. For example, one of the key anticipated benefits from ERA is that, as a result of greater job retention, members of the programme group will work more weeks than their counterparts in the control group. The extent to which this occurs can be readily measured by simply subtracting weeks worked by members of the control group after random allocation, from weeks worked over the same time period by members of the programme group. This difference, which, typically in practice, is statistically adjusted through the use of regression analysis, provides an estimate of the programme’s ‘impact’. Numerous different types of ERA impacts are potentially of interest and can be estimated in a similar fashion. Examples include impacts on hours worked per week, earnings, benefit receipt and health status. In addition, because members of the programme and control groups will receive some similar services (for example, job search assistance and training), it is also of interest to determine whether ERA has an impact on the amount of such services that are received. Finally, the Government will incur costs in serving both groups, but because ERA will provide new services and financial incentives, it is anticipated that the costs of serving the programme group will be larger. This can be measured by estimating ERA’s impact on costs.
Alternatives to random allocation

The purpose of estimating programme impacts is to determine the difference made by the programme being evaluated. Doing this is only possible by comparing various outcomes with the programme (e.g. weeks worked, earnings, costs, receipt of services, etc.) and without the programme. Random allocation provides one means for making such a comparison, but other types of comparisons, which are known as ‘quasi-experimental comparisons’, are also possible. In general, quasi-experimental comparisons are considered inferior to experimental comparisons (Boruch 1997; Burtless and Orr 1986; Cook and Campbell 1979; Orr 1999; Purdon 2002; Shadish, Cook and Campbell 2002; among others), although, as discussed later, social experiments are subject to certain shortcomings of their own. As will be seen, the key problem with non-experimental comparisons is that there is no way to guarantee that the groups being compared do not differ systematically from one another for reasons that have nothing to do with the programme being evaluated. If they do differ, the comparison cannot be said to be ‘internally valid’ (Campbell and Stanley 1963; Cook and Campbell 1979) or, in other words, the comparison may be biased.

One problem with this approach is that, after ERA had begun, a large fraction of WTC lone parents and a small fraction of NDLP lone parents and those in the ND25+ target group in the programme sites would probably elect not to participate in ERA. However, there is no way to positively identify which individuals in the comparison group would have made the same decision not to participate had they been given the opportunity to make it. Thus, to maintain comparability between the two groups, data would need to be collected on everyone in both groups, not just those individuals desiring to participate in ERA. A more serious problem is that changes may occur over time that do not result from ERA, but nonetheless affect the programme group. For example, the economy could change and, as a result, some or even all of any measured differences between the programme and comparison groups in weeks worked or earnings may not be attributable to the ERA. It can be extremely difficult to determine the portion of the difference that would be attributed only to the ERA programme.

Another alternative to random allocation is a comparison or ‘matched sites’ approach. Under this method, outcome data would be collected for members of the target groups in both a set of programme pilot sites and a set of non-pilot sites. Individuals in the first set of sites would serve as the programme group and those in the second set of sites as the comparison group.
As with the ‘before and after’ comparison, in the case of a programme such as ERA, some members of the target groups in the programme sites would elect not to participate, but there is no way to identify with certainty those individuals in the comparison sites who would have made the same decision not to participate, had they been given the choice. Thus, to maintain comparability between the programme and comparisons groups, data would need to be collected on both participants and non-participants in the programme sites. More seriously, there would almost certainly be differences in outcomes between the programme and comparison groups for reasons having little to do with ERA. For example, the pilot and non-pilot sites will differ in terms of the characteristics of their client populations, the quality of staff at the Jobcentre Plus offices, and the characteristics of the local economies. To some extent, these differences can be controlled for statistically by carefully matching the pilot and non-pilot sites, but as discussed below, this is rarely sufficient (Heckman, Ichimura and Todd 1997). As a practical matter, the matching will be imperfect because, while the sites will differ from one another along a large number of different dimensions, only a limited number of criteria can be used for matching (Friedlander and Robins 1995; Hollister and Hill 1995). The problem also becomes less severe as more programme and comparison sites are added, both because more criteria can then be used for matching sites and because remaining differences between the two sets of sites tend to wash out. Indeed, with a sufficient number of sites, the sites themselves can be randomly assigned. However, as the number of sites grows, so will evaluation and programme costs, because the programme must be administered and data must be collected in more locations. Moreover, even if sites are randomly assigned to programme and control status, it is doubtful that there will be a sufficient number of sites to assure that the two groups of sites do not differ in some unobserved way.

One possibility for considerable cost saving with the ‘matched area’ design is to use data that are already being collected on members of the target groups in the comparison sites, rather than introducing new surveys in these areas. Such data, for example, are currently collected for administering and assessing New Deal programmes and the WTC. For the purposes of the ERA evaluation, however, it will be necessary to survey members of the programme group for several years after they enter the programme, regardless of whether they remain on benefit or not. Similar information would also be needed on members of the comparison group, but existing data sources do not provide comprehensive long-term information of this sort.

As a final alternative to random allocation, those who do not participate in the pilot programme could be used as a comparison group, where such a group is located in the same sites, at the same time, as those who do participate. This ‘participant/non-participant comparison’ has the major advantage of not subjecting comparisons between the two groups to changes that occur over time or to differences between sites. The problem with this approach is in locating non-participants who are comparable to those in the programme group. In important respects, those outside the ERA target groups (for example, low-wage married women who are working part-time or men on Jobseeker’s Allowance who have been unemployed for fewer than 18 months) are unlikely to be very similar to those within the target groups (for example, WTC lone parents or men on
New Deal 25 plus). Another possibility is to use people in the target groups who choose not to participate in ERA. This is especially feasible in the case of the WTC lone-parent target group, as a substantial fraction of those in this group probably will opt not to participate. However, one would suspect that those who do decide to participate would differ systematically from those who choose not to participate – for example, in terms of drive and motivation. If they do, a ‘selection problem’ is said to exist. In other words, those selecting themselves as participants differ from those who select not to participate.

A number of statistical techniques have been developed to attempt to control for these differences. Perhaps, the most popular are various forms of statistical matching. These procedures essentially involve matching individuals in the programme group statistically with individuals in the comparison group on the basis of various observed characteristics such as age, sex, race, education, and work experience. In some cases a composite index is estimated, based on the characteristics of members of both the programme and comparison groups, which estimates the probability of participation in the programme for both groups, known as the propensity score (Rosenbaum and Rubin 1984). Matched samples can then be constructed by matching on the propensity score. Matching techniques could potentially not only be used to evaluate ERA through ‘participant/non-participant’ comparisons, but also in the case of ‘before and after’ comparisons or ‘matched site’ comparisons. They could also be used to limit the analysis to only those individuals who choose to participate in the ERA programme. However, there is usually no way to know if the matching procedure has succeeded or not. Moreover, when it has been possible to test the success of matching procedures, the results have not generally been very encouraging (Bloom et al. 2002; Friedlander and Robins 1995; Glazerman, Levy and Myers 2002; Heckman, Ichimura and Todd 1997). This is probably because it is not usually feasible to match on characteristics, such as drive and motivation, which are not readily measured but nonetheless may influence programme participation decisions.

The major reason for using random allocation to evaluate ERA is that numerous studies have now accumulated (Bloom et al. 2002; Fraker and Maynard 1987; Friedlander and Robins 1995; Lalonde 1986; Lalonde and Maynard 1987; among others) that demonstrate that random allocation produces considerably more reliable estimates of programme impacts than any other method of estimating impacts, including those outlined above. Random allocation is simply not subject to the sorts of problems facing the alternative methods. The reasons why are discussed next.

What are the advantages of random allocation?

When both the measured and unmeasured characteristics of individuals in the programme group are statistically equivalent to the characteristics of groups or individuals acting as a counterfactual, but for the fact that the former are exposed to the programme or policy being evaluated, such a comparison can be said to be ‘unbiased’, ‘internally valid’ and free from ‘selection bias’. The major advantage of random allocation over the alternative approaches discussed in the previous subsection is that, as a method for determining the impact of a policy or programme, programme estimates do not suffer from an ‘unknown degree of bias’.
Central to the assumptions frequently underlying most non-experimental methods are those that must hold for internal validity to be achieved or, viewed slightly differently, to avoid selection bias. As has been discussed, for the impact of ERA services, which are determined by comparing outcomes for a comparison group with those for a programme group, to be ‘internally’ valid and free from selection bias, the two groups have to be statistically equivalent.

Random allocation is the method most able to ensure ‘statistical equivalence’ between a programme group and a counterfactual, or control group, because both groups are created by chance alone. Comparisons of average outcomes between the programme and control groups are internally valid, because the only systematic difference between the two groups is that the programme group is exposed to the new policy or programme, but the control group is not. Certain assumptions have to hold in order for impacts estimated through random allocation to be considered ‘internally valid’. (For instance, the process of random allocation must not affect the behaviour of those assigned to the control group so that they act as a genuine counterfactual. If the process of random allocation does affect the behaviour of individuals in the control group, for example, if they are stimulated into accessing services they otherwise would not receive, programme impact estimates will be biased.) These assumptions, however, are fewer in number and, if invalid, are potentially less substantial in their implications than the assumptions that need to hold for non-experimental methods to be considered free from ‘selection bias’. It should be noted that none of this discussion obviates the need for social experiments to be properly designed and run, if the benefits of random allocation are to be achieved.

Random allocation possesses an additional advantage over non-experimental methods in that the results from social experiments are relatively simple to explain to non-technical audiences (Burtless 1995; Orr 1999). The assumptions underpinning most non-experimental methods, which are necessary for the estimation of unbiased findings, are complex and difficult to understand, requiring familiarity with statistical and econometric concepts not usually found among policymakers and other users of research. Social experiments, however, provide policymakers with accessible, easily interpreted estimates of average policy or programme impacts. They do so without the need for making a range of complex assumptions, which could cause large biases in estimates of programme impacts were they not to hold.

**Should random allocation always be used?**

There are circumstances, nevertheless, when it is inappropriate to use social experiments for impact analysis. Discussions about these circumstances can be found in Cook and Campbell (1979), Orr (1999), Rossi, Freeman and Lipsey (1999) and elsewhere. The main issues are briefly discussed in this subsection, as well as later in this paper.

As Weiss (1998) has pointed out, there is a right time and there is a wrong time to evaluate. For social experiments, or any other evaluation design to yield useful results, the programme or policy under investigation needs to be stable and, therefore, not prone to substantial alteration or major...
reorganisation (Freeman, Rossi and Lipsey 1999). In essence, the causal mechanisms, the effects of which are under investigation, need to be established. Consequently, it is often advisable for evaluators to conduct an evaluability assessment (Weiss 1998) prior to subjecting a policy or programme to a full experimental impact study.

Evaluations of small-scale pilot demonstrations, including random allocation evaluations, may not provide very useful information about the potential effects of policy changes that are expected to have large entry effects, or large effects on community attitudes or the macro-economy (Garfinkel, Manski and Michalopoulos 1992). These effects are discussed in some detail in Section 5. However, the basic idea can be illustrated by recent welfare reform in the United States, which seems to have resulted in sea changes in attitudes among both the public assistance client population and the caseworkers who serve this population. These changes in attitude appear to have discouraged entry into public assistance programmes and encouraged exit from these programmes. This, in turn, may have resulted in substantial increases in the supply of workers seeking low-paying jobs, possibly keeping wages in such jobs lower than they otherwise would have been. Such effects are unlikely to result from small-scale pilot programmes, which are limited to half the target population in a limited number of sites, and will therefore be missed by evaluations of these pilot programmes (Moffitt 2002). Although there is no reason to anticipate that the ERA programme would have large effects of this sort, even if rolled out nationally, the potential for some of these effects to occur, albeit on a smaller scale, cannot be dismissed. As discussed in Section 5, a potential limitation of the ERA evaluation is the possibility that such effects might be missed.

There is also a range of circumstances where it might be considered unethical to use experimental methods; however, in many circumstances social experiments are entirely ethical. It is commonly argued, for example, that random allocation is unethical because members of the control group are prevented from accessing services available to the programme group. In other words, random allocation ensures that the programme and control groups are statistically equivalent; yet they are treated differently. Such a charge can be easily dismissed. Put simply, the differential treatment is ethical as long as it is impossible to know in advance whether the services to which the programme group has access are beneficial and that these benefits are generated at a reasonable cost. The only way to determine this is to conduct an impact study and, as previously discussed, an impact study is only possible if a counterfactual is established and this, in turn, usually requires the exclusion of some individuals from programme services.

 Nonetheless, there are certain circumstances under which the use of random allocation has been clearly established as unethical. For example, the programme group should not be exposed to an intervention known a priori to involve some ‘positive harm’. Likewise, social experiments should not be used when the design requires the withdrawal of an existing ‘good’ from the control group. There is no reason to anticipate that ERA will either harm members of the programme group or result in any losses of an existing ‘good’ to controls. Moreover, the impacts of ERA on participants are not known in advance. Thus, there is no ethical reason why the impact of ERA services should not be evaluated through random allocation.

Other objections or limitations of social experiments that are commonly put forward can be addressed by making sure that
random allocation is properly designed and implemented. Two further objections, however, are that social experiments are disproportionately costly and that it takes too long to obtain usable results from them. These criticisms can have considerable validity under certain very specific circumstances. Imagine, for example, that ERA had been operating during the previous five years and that outcome data were collected on programme participants during this period. Further, imagine that similar data were available for a non-randomly assigned comparison group. If a decision was made today to conduct a non-experimental evaluation, a comparison between the two groups could be made rather quickly and inexpensively. However, if the decision was to conduct a random allocation evaluation instead, the previously collected outcome data could not be used. Instead, random allocation would have to take place and then new outcome data would need to be collected over several years. Only then would it be possible to compare the programme and control groups. Thus, there would be a considerable delay before results were available. Note, however, that the experimental evaluation would not necessarily be much more expensive. In both instances, the programme would have to be run, outcome data would have to be collected, and the data would have to be analysed. The only difference is the cost of implementing and monitoring the random allocation process itself, but this is generally relatively inexpensive.

In fact, of course, ERA has not yet been implemented. When it does start, an evaluation of it will require the collection of outcome data and the analysis of these data. Thus, it should not be more time-consuming than the various alternatives to randomisation described above. In fact, if the ‘before and after’ design, previously described, was used instead of random allocation and appropriate data did not already exist for the comparison group, it could actually take longer to obtain evaluation results. Moreover, except for the costs of implementing and monitoring randomisation, it should not be more expensive. Indeed, it could be less expensive than the ‘matched sites’ design if new data had to be collected on individuals in comparison sites, because surveys would have to be conducted in more areas. Furthermore, several of the alternatives to random allocation that were described above, require that data be collected on individuals who are not interested in participating in ERA, as well as those who do wish to participate. A random allocation evaluation, in contrast, only requires data on those who express interest in participating in the programme being evaluated.
In this section, we discuss some design issues that confront most social experiments. Several of these issues must also be faced by non-experimental evaluations. We describe how the ERA evaluation design aims to mitigate some of these problems, bearing in mind that there is no way to eliminate some of the problems entirely.

Contamination and crossovers

A key issue in any social experiment is ensuring that random allocation actually occurs. This means that whether a given individual is in the programme group or the control group actually depends on chance alone, and that members of each group only receive the services for which they are eligible. Violation of the first of these provisions is said to result in ‘crossovers’ and violation of the second in ‘contamination’, both of which compromise internal validity. Crossovers decrease the statistical equivalence between the two groups, while contamination biases estimates of programme effects downward because it reduces differences in the extent of new treatment received between the programme and control groups. Careful planning can greatly reduce the possibility of contamination and crossovers.

One way in which ERA has been designed to reduce contamination, is by ensuring that members of the programme group will be served by a completely new group of caseworkers, the Advancement Support Advisers (ASAs), working entirely separately from caseworkers delivering services to control-group members. In addition, a technical adviser will be assigned to each site. Technical advisers will be responsible for monitoring the random allocation process, ensuring its integrity and making sure that members of the programme and control groups receive only those services to which they are allocated.

Crossovers can result from poor administrative record keeping. They also sometimes occur when programme administrators feel that individuals who are randomly assigned to the control group would be better off in the programme group, or vice-versa.

Random allocation is usually achieved through the application of a random allocation algorithm – a statistical process that ensures programme and control groups are created at random or very close to random. Several different designs for a random allocation algorithm can be used to minimise the possibility of crossovers. The alternative that seems to make the most sense for the ERA pilot is to establish an algorithm comprising a sequence of blocks of a random length for the programme sites. To illustrate, the sequence of blocks under this approach would look something like this:

PPCC, CP, PCPCPC, CPCP, CCPP, CPPCPC, CP, . . .

where ‘P’ represents an allocation to the programme group and ‘C’ allocation to the
control group. For example, using the illustrative sequence of blocks appearing above, the eighth individual to be assigned would be allocated to the control group.

Both the ordering of the Ps and the Cs within each block and the length of each block would be determined randomly, but the number of Ps and Cs within each block would be equal. Because neither Jobcentre Plus staff nor members of the ERA target population will have knowledge of the sequence of block lengths, or the sequence of Ps and Cs within each block, they cannot know in advance the group to which the next individual who enters the study would be assigned. Thus, it will be virtually impossible for either to manipulate the allocation process.

The plan is for the same sequence of blocks to be used to assign individuals randomly from all three target groups. To illustrate, imagine that the first three individuals who are randomly assigned at a particular site are from the ND25+ target group, the next two are from the NDLP target group, and the next two are from the ND25+ target group. Using the illustrative sequence of blocks appearing above, four of the five ND25+ individuals would be assigned to the programme group, while both of the NDLP individuals would be assigned the control group. Given the ‘law of large numbers’, however, it is likely that by the end of the random allocation process spanning 12 months, after hundreds of individuals from each group have been randomly allocated, the numbers assigned to the programme and control groups within each target group at each site will be approximately in balance. It is unlikely, however, that exact 50:50 ratios will be obtained.

Representativeness of sites
Pilot studies that are used to test a new policy or programme are often conducted at several different sites to determine whether the policy being tested can succeed under a variety of conditions. A key issue is whether the sites selected are sufficiently representative of the population of sites as a whole, so that the findings from the experiment provide information on what would happen if the tested programme were rolled out nationally. This is one of a number of issues concerning the ‘external validity’, or generalisability, of an evaluation. Several of the other concerns about external validity are discussed in Section 5.

Ideally, in running a pilot study, a large number of programme sites would be selected at random, with the target population at these sites randomly allocated to programme and control groups. In such a situation, estimating the impact of the programme on data pooled from across the sites, and then calculating the confidence interval of that estimate, would enable the evaluator to assess the precision of the impact estimate for the entire target population. In reality, however, random selection of a large number of sites is seldom possible for any type of evaluation, experimental or non-experimental, not least due to the associated cost. Moreover, it is often difficult to find sites that are free from other piloting activity targeting the same or similar groups of people. As a result, most evaluations cannot provide estimates of impact parameters for an entire target population on the basis of their design alone. In our view, however, this does not fatally undermine the usefulness of social experiments. Substantial benefits to policy can still accrue from impact estimates that indicate whether or not a policy has an
impact on members of the target population who reside in a diversity of settings.

Usually then, the evaluator must accept a second-best solution and select experimental sites purposively, rather than randomly. To achieve a selection that is diverse, as well as meaningful, it is important that this purposive sampling of sites is undertaken very carefully. In addition, evaluators very often need to take administrative and political considerations into account in their selection of sites.

The budget available for the ERA Demonstration programme is sufficient to test ERA services in six experimental sites, where each ‘site’ is equivalent to a Jobcentre Plus district. In selecting the six experimental sites, an attempt was made to avoid areas that at the time the ERA Demonstration began would be in the process of implementing the very substantial administrative reforms required by the introduction of the new Jobcentre Plus service model. However, the aim of the demonstration is to compare ERA services with those provided through the new Jobcentre Plus model. For these reasons, an effort was made to select districts that were due, as far as possible, to have been operating Jobcentre Plus for at least six months prior to the scheduled ERA start date, in order to give the new Jobcentre Plus regime time to bed-down and stabilise.

According to the Department for Work and Pensions’ (DWP) Jobcentre Plus rollout plan, there were 25 potential sites, at the time localities were to be chosen, that were scheduled to introduce Jobcentre Plus at least six months prior to the launch of the Demonstration and thus satisfied this criterion.

Several other features of the potential pool of Jobcentre Plus districts influenced the selection of sites for the ERA Demonstration. First, it was important that each of the selected sites contained a sufficient number of people in each of the three target groups so that it will be possible to detect programme impacts at the site with reasonable levels of statistical significance and sample power. Second, a sufficient number of members of key subgroups (for example, ethnic minorities) needed to reside in the selected sites so that, after pooling across the six sites, it will be possible to estimate subgroup impacts with an acceptable level of statistical precision. Third, it was important to ensure reasonable regional diversity – for example, to make sure that no two sites were selected from the same geographical region and that there is an even balance between urban, semi-rural and rural sites. Based on these considerations, six sites were selected for the ERA Demonstration. These are East London, Manchester, Gateshead and Tyneside, Derbyshire, south-east Wales and the Scottish counties of Renfrewshire, Inverclyde, Argyll and Bute. The projected target group size estimates for two of these sites are smaller than ideal. It may, therefore, be necessary to extend the period during which individuals can join the programme in these sites to ensure samples of an adequate size.

**Determining sample size**

Like many UK evaluations, the ERA Demonstration will be largely reliant on surveys to measure programme impacts. This is in contrast to the situation in North America, where welfare-to-work demonstrations are typically able to rely more heavily on administrative data sources in measuring programme impacts. While surveys are able to collect data on a wider
range of outcomes than is available from administrative sources, they inevitably suffer from problems of non-response and sample attrition. As rates of sample non-response and sample attrition increase, this tends to reduce ‘external validity’, because respondents become less representative of the target population, while differential rates of sample attrition between programme and control groups may adversely affect ‘internal validity’ if those who drop out of the study in each group have different characteristics.

A number of steps were taken in the design of the ERA Demonstration to limit the impact of low survey response, and these are documented in the next subsection. The focus in this subsection is on the sample size needed to detect statistically significant programme impacts.

Surveys are constrained in detecting programme impacts within an experimental framework for two reasons. The first constraint is the size of the target groups in the programme sites. In the case of the ERA Demonstration, for example, the expected flow into the programme must be capable of yielding a survey sample large enough to allow statistically significant programme impacts to be estimated for each of the three ERA target groups.

The second constraint is that of cost, which clearly limits the number of interviews that can be conducted. Given that the unit cost of each survey interview in the ERA evaluation is expected to be quite high, it will not be possible to conduct more than around 5,000 interviews during each of the two planned post-random-allocation survey waves. The sample of those who will be interviewed will be drawn randomly across the six experimental sites from individuals assigned to the programme and control groups.

Equations of the sort that appear below are commonly used during the planning phase of a social experiment to help evaluators assess the trade-off between survey cost and sample size:

$$MDI = z \sqrt{\frac{\sigma^2 (1 - R^2)}{p(1 - p)n}}$$

This equation allows an evaluator to determine a Minimum Detectable Impact (MDI) (Bloom 1995) for a specific outcome (for example, earnings), given estimates of expected sample size and certain statistical assumptions. The MDI is the smallest impact of the evaluated programme that can be reliably estimated. If the MDI exceeds the actual impact of the programme, it will not be possible to determine the size of the programme’s impacts with confidence. We discuss the equation in some detail next because it illustrates some of the key issues in experimental design.

As implied by the equation, the greater the sample size, which is represented by ‘n’ in the equation, the smaller the MDI will be. In the case of the ERA Demonstration, around 1,600 individuals in each target group, across the six experimental sites, are expected to respond to the 24-month follow-up survey. The quantity ‘p’ in the equation represents the proportion of the sample allocated to the programme group, which, in the case of the ERA Demonstration, will be approximately ‘0.5’. A 50:50 allocation ratio, ceteris paribus, produces the smallest MDI, with a higher MDI resulting from ratios either larger or smaller than this.

The estimated population variance of the outcome for which the evaluator is calculating an MDI is represented in the
equation by \( \sigma^2 \). The variance of an outcome is a statistical measure of the extent to which the outcome varies among individuals in a programme’s target population. As the equation implies, a larger variance results in a larger MDI. The reason for this is that a different mean value for the outcome is obtained each time a sample is drawn from a population group because each sample will contain a different set of individuals. If the variance of the outcome within the population group is large, these means will vary widely. Impacts calculated on the basis of outcomes with mean values that vary widely from sample to sample are intrinsically harder to detect than those with smaller variances, and therefore require larger samples.

The obvious problem facing evaluators, who are using the equation to estimate the anticipated MDIs for different programme impact measures, is how to obtain a value for \( \sigma^2 \) prior to having the actual experimental data. In order to get a reasonable estimate of the variance, evaluators need to consult previous studies where data have been collected on similar outcomes. These studies can be previous evaluations or large probability surveys (Orr 1999). Variance estimates should be obtained from samples comprising individuals very similar to the target groups for the experiment and measured over a similar time period. For example, if an impact is to be the average difference of some continuous outcome, such as earnings over a 12-month period, then the estimated variance of the outcome should be calculated for a 12-month average.

The quantity ‘\( z \)’ in the equation represents a multiplier that converts the estimated standard error for an outcome into an MDI. It is the sum of the ‘\( z \)’-values, drawn from a standard normal cumulative distribution of mean zero, for the required statistical significance and statistical power of the test used to measure the impact. Many social experiments assume 95 per cent statistical significance and 80 per cent power. For a one-tailed statistical test, this would equate to a value for ‘\( z \)’ of 2.49 (that is, 1.65 for statistical significance plus 0.84 for statistical power).

It is important that evaluators are able to justify chosen levels of statistical significance and power. For example, in specifying 95 per cent statistical significance, the evaluator is accepting a 5 per cent chance of erroneously rejecting the null hypothesis of no impact, when in fact, a true impact exists. This is known as Type 1 statistical error. Similarly, specifying 80 per cent power assumes a willingness to accept a 20 per cent chance of failing to reject the null hypothesis, when in fact the programme has had an impact – a Type 2 statistical error. The trade-off between these two types of error is important because the costs associated with each are different. As Orr (1999) points out, the costs associated with introducing a programme that does not work (implied by making a Type 1 error) are greater than the costs of not introducing a programme that does work (implied by making a Type 2 error). With a Type 1 error, the full costs of the programme are incurred, but there are no benefits. With a Type 2 error, in contrast, programme benefits are lost, but no programme costs are incurred. The ERA Demonstration explicitly requires statistical significance of 95 per cent, and power of 80 per cent, implying that the risk of a Type 2 error is considered less costly than the risk of a Type 1 error by a factor of 4:1.

Evaluators often recommend two-sided statistical tests when estimating impacts, on the assumption that a programme could
have either a positive or negative effect. Some evaluators, such as Bloom (1995), however, argue that a one-sided statistical test is more appropriate, because unlike research that aims to estimate a relationship between two variables, social experiments are conducted to determine whether the tested programme has produced the impacts that were intended. This implies that the null hypothesis for many social experiments should be no impact and, depending on the objectives of the tested programme, the alternative hypothesis either a positive or negative impact. Because the objectives of ERA are to increase employment, job retention, and job advancement, MDIs for these outcomes were estimated, as Bloom suggests, on the basis of a one-tailed statistical test. The adoption of a one-tailed test, ceteris paribus, results in a smaller MDI than when a two-tailed test is assumed.

Most social experiments measure programme impacts through a simple comparison of means or proportions with a corresponding t-test or chi-squared test for statistical significance, or through the use of a linear regression model, similar to the one set out below:

$$Y_i = \beta_0 + \beta_1 P_i + \sum_{k} \beta_{2k} X_{ik} + \epsilon_i$$

In this equation, ‘$$Y_i$$’ represents a continuous variable measuring an outcome (for example, earnings) for the ‘$$i$$’th unit. ‘$$P_i$$’ is a binary indicator variable that is given a value of 1 when the unit is allocated to the programme group and zero otherwise. ‘$$X_{ik}$$’ represents a set of ‘$$k$$’ independent variables measured prior to random allocation, at baseline, for each unit and hypothesised on the basis of theory or evidence to affect ‘$$Y$$’. The estimated coefficient ‘$$\beta_1$$’ represents the impact of the programme on ‘$$Y$$’ and possesses the same expected value as the simple average difference between mean outcomes in the programme and control groups. The reason for using a regression model to estimate programme impacts is that statistical precision is improved because residual differences between the programme and control groups in the ‘$$X$$’s, which remain despite random allocation, are controlled for by the regression.

In the MDI calculations for the ERA Demonstration project, the use of regression adjustments in estimating impacts was accounted for by including the term ‘$$(1-R^2)$$’ in the first equation above. ‘$$R^2$$’ represents the explanatory power of the linear regression (the proportion of the variance in ‘$$Y$$’ explained by the regressors); a larger ‘$$R^2$$’ results in a smaller MDI.

**Obtaining data on outcome measures**

As previously mentioned, both experimental and non-experimental evaluations in the UK are heavily reliant on survey data in order to measure a full range of programme outcomes. Data on certain important outcomes, such as wages and earnings, are rarely available from administrative sources. In the UK, it is also difficult to obtain accurate information on the destinations of individuals leaving the benefits system from administrative records. In theory, administrative data are unaffected by non-response and sample attrition. In practice, however, administrative data sets are subject to missing-data problems, but usually not to the same extent as surveys.
Compared to North America, evaluation research in the UK has suffered from relatively poor levels of survey non-response. For example, in North America, response rates of 80 per cent are not uncommon for five-year follow-up surveys (Morris et al. 2003). In the UK, however, major evaluations, such as the ONE evaluation, recorded survey response rates of 73 per cent for a baseline survey (Green et al. 2000) and only 59 per cent for a follow-up survey conducted approximately six months later (Green et al. 2001). An example of a social experiment in the UK is the Restart evaluation. Restart had an initial sample of some 8,000 individuals (White and Lakey 1992), but only 3,400 (42 per cent) of these individuals responded to both of the two follow-up surveys, which were conducted about six months apart.

Poor survey response threatens the validity of results from social experiments. As a result of initial non-response and sample attrition, the achieved sample can be systematically different in terms of the characteristics of its sample members compared to the characteristics of members of the population from which it was drawn. When this occurs, the external validity of impact estimates is called into question. Moreover, when the processes of initial survey non-response and sample attrition differ between programme and control groups, selection bias can be re-introduced into the data, undermining the experimental design and calling into question the internal validity of impact estimates.

When survey data suffer from the problems outlined above, survey non-response weights and quasi-experimental econometric methods can be used to attempt to recover unbiased programme impact estimates at the data analysis stage. However, it is always preferable to build mechanisms into the data collection design that minimise survey non-response and sample attrition before they arise. We next outline the ERA Demonstration project’s approach to survey data collection, discussing measures that are being adopted to ameliorate the problems of non-response and sample attrition. The measures described below apply equally to programme and control group and, taken together, represent a concerted effort to maximise response and minimise sample attrition.

The ERA Demonstration will administer a baseline survey immediately prior to the point at which individuals are randomly assigned. In addition, the design calls for surveys to take place 12 and 24 months after random allocation, and possibly, if rates of survey response are deemed likely to be maintained, at 60 months after random allocation, at which times data on outcomes will be collected. The initial evaluation design specified that individuals participating in ERA Demonstration surveys will be paid for completing each of the follow-up survey interviews.

For the purposes of the baseline survey, each individual will complete a questionnaire referred to as the Baseline Information Form or BIF. As part of the baseline survey, each individual will be asked to consent to being asked to take part in ERA research. They will also be asked to give their consent to being randomly assigned and taking part in the ERA project. Those individuals who refuse to be randomly assigned or consent to participation in follow-up surveys or fail to complete the BIF will not be allowed to enter the study. Consequently, baseline measures in the form of data from the BIF will be available for all individuals who are randomly assigned. However, if a large fraction of individuals eligible for the programme refuse to

The response rates calculated on the basis of the eligible population at wave 1 would be lower than 59 per cent.
complete the BIF or to give their consent to take part in the research, or to be randomly assigned, this will have a deleterious effect on the external validity of the ERA evaluation. As a result, programme staff will be encouraged to sell the benefits of participating in the study as strongly as possible. These benefits include the chance to be allocated to the programme group and, as a consequence, to receive new ERA services (including financial incentive payments); the compensation that individuals will receive for the time they spend participating in survey interviews; and the fact that individuals have an opportunity to contribute information that will be used to plan services that affect them and their peers.

The ERA Demonstration’s approach to survey data collection incorporates further steps to improve contact rates, as well as mechanisms for reducing rates of refusal. Tracing individuals in order to interview them is a challenge for survey research, especially for longitudinal surveys among low-income groups. Many evaluations of welfare-to-work programmes in the UK have relied on samples drawn from benefit records. Benefit records, however, do not always contain up-to-date address and telephone details, a fact that can lead to high rates of non-contact. Thus, the ERA evaluation will attempt to generate an entirely new and up-to-date address and telephone record for each individual entering the study. To attempt to ensure that accurate contact details are available at the point at which individuals are randomly allocated, the address details and postcode given by individuals will be checked electronically to determine whether they match up. In addition, on entry into the programme, individuals will be asked to provide contact details for two or three relatives or friends so that they can then be traced through these relatives or friends, should they move and leave no forwarding address. This information will be entered on each individual’s BIF.

Other measures to improve contact rates include having an extended contact window of six months for surveys. This involves allowing sampled individuals to be surveyed for up to six months past the 12- and 24-month anniversaries of their random allocation. In addition, benefit records are to be checked for changes in contact details prior to conducting survey interviews. Such a check can provide an alternative address to visit or telephone number to call if the contact details on an individual’s BIF record prove to be out of date or inaccurate. The design also calls for survey interviewers to attempt to contact the entire sample between survey waves, first by telephone and then, if that fails, by making face-to-face contact. At these between-wave contacts, interviewers will ask each respondent whether they have any plans to move, as well as updating the contact details for the respondent’s two or three relatives or friends.

Other elements of the ERA Demonstration survey design address the issue of refusal to participate in surveys. In addition to the provision of cash incentives for individuals to participate in survey interviews, an attempt will first be made to interview sampled individuals over the telephone. Experience gained in the evaluation of the ONE programme (Morris et al. 2003), which involved survey interviews with a similar population, suggests that many individuals in the ERA target groups prefer to be interviewed over the telephone.

When sampled individuals cannot be contacted by telephone or a telephone interview is not possible for other reasons,
a face-to-face interview will be attempted by interviewers specially trained in ‘refusal conversion’ techniques.

The need for quasi-experimental comparisons

When the impact of certain social phenomena (for example, divorce) need to be evaluated, but the processes giving rise to the phenomenon cannot be controlled or directly manipulated by the evaluator or policymaker, or when social experimentation is otherwise inappropriate, a range of quasi-experimental methods can be implemented. However, even when a social experiment is conducted, this does not necessarily do away with the need for quasi-experimental methods. Indeed, to answer certain questions of interest to policymakers, quasi-experimental methods must be used within an experimental design.

In the case of the ERA project, a random allocation experiment is both feasible and appropriate. Moreover, most of the impacts of interest can be estimated experimentally, that is, by the direct comparison of outcomes for the programme group with outcomes for the control group. However, a few cannot be estimated experimentally. For example, in evaluating ERA, it will be important to determine whether services have a positive impact on wage rates and wage progression. Because wage rates are only available for individuals who work, the programme-group/control-group comparisons of wage rates must be limited to those who have found work. Indeed, examinations of wage progression must rely on individuals in the sample who work, at two separate points in time. Because the ERA treatment may influence who it is that works, the characteristics of those in the programme group with jobs might systematically differ from the characteristics of those in the control group with jobs. If so, the comparison of outcomes between the two groups will not be a randomised comparison; it will instead be a quasi-experimental comparison.

As discussed earlier, the key problem with quasi-experimental comparisons is selection bias – that is, the possibility that outcomes differ between the groups being compared because their characteristics differ systematically, rather than because of differences resulting from the treatment being tested. For example, if the ERA treatment helps those nearest the lower margin of employability find and maintain employment, this will reduce the average wage rate of the programme group relative to the average wage rate of the control group because the former will, on average, have characteristics that are less attractive to employers than the latter. This could be due to differences in either ‘observables’ (i.e. characteristics such as age, race, or education that are readily measured) or ‘unobservables’ (characteristics such as motivation and self-esteem that are difficult or not feasible to measure).

There are three alternative approaches that might be used to correct for selection bias in making non-experimental comparisons:

1. Assume balancing biases. Here, it is assumed that biases result from restricting the analysis only to members of the programme and control groups who work, because such individuals differ from those who do not work. However, it is further assumed that the biases are similar for both the programme and control groups. Thus, in comparing the working members of the two groups, the biases offset and cancel each other out. Unfortunately, the
'balancing biases' assumption is probably untenable because the ERA treatment means that individuals in the programme group face a different set of circumstances than those in the control group.

2. Assume that there is selection on the observables, but not on the unobservables or, alternatively, that biases resulting from unobservables balance out once the observables are taken into account. If this rather strong assumption holds, it is possible to correct for any differences between working members of the programme and control groups statistically through regression analysis because the sources of the differences (i.e. the observables) between the two groups can be measured.

3. Assume that there is selection on both the observables and the unobservables. In this case, it is necessary to correct for both types of bias. As mentioned under 2., differences between working members of the programme and control group that result from observables can be corrected statistically through regression analysis. It might also be possible to correct for differences between the two groups that result from unobservables by adding a selection term of the sort described by Heckman (1978) to the regression. The selection term itself would be derived from separate probit regression equations in which employment status is regressed against a set of explanatory variables, which differ from the set of explanatory variables included in the wage-rate and wage-progression regressions. The success of this approach depends on how well a set of fairly strong assumptions is satisfied.

As the above discussion suggests, it is somewhat problematic as to whether reliable estimates of those impacts of ERA that must be estimated quasi-experimentally can be obtained. It is for this reason that experimental comparisons will be relied on to estimate as many of the programme's impacts as possible.
In this section two sets of limitations to social experimentation are discussed: the classic ‘black box’ problem; and the issue of external validity, or ‘generalisability’ in social experimentation. In each case, the issues at hand are explored with reference to the design of the ERA Demonstration project.

The black box problem
One of the enduring criticisms of social experiments is that they fail to address the ‘black-box’ problem (Shadish, Cook and Leviton, 1991; Pawson and Tilley 1997; among others). Social experiments do not provide information as to how the implementation of the programme under consideration affected measured impacts. As part of the evaluation design component remains, however. Many welfare-to-work programmes, the effects of which are typically measured through either experimental or quasi-experimental impact studies, comprise a combination of distinct services, delivered as a package. Policymakers often want to know which elements of the package were most effective. In order to address such a question in a rigorous and reliable manner, a more complex experimental design is required.

Figure 1 depicts the ERA experimental design. Individuals entering the ND25+ or the NDLP are randomly assigned to either the ERA programme group or to a control group. Those in the programme group start to receive ASA services prior to entering work. After starting a job, they continue to receive ERA services comprising financial incentives, where they qualify for these, combined with support from an ASA. Members of the programme group can also claim tax credits. Individuals assigned to the

Figure 1: ERA randomised design

Random allocation

ERA programme group:
ASA services and financial incentives combined

Control group:
New Deal and/or Working Tax Credit

of the ERA Demonstration, a full process study is specified which aims to explore the causal mechanisms and the contexts or settings that give rise to the effects measured through the impact study. A problem
control group enter the New Deal, as they would have if the demonstration had not been in operation. They can also qualify for tax credits on entering work. Lone parents on WTC who enter the demonstration and are assigned to the programme group, continue to qualify for tax credits, and in addition can receive in-work support from an ASA as well as qualifying for ERA financial incentives. Those assigned to the control group continue to receive tax credits.

As discussed previously, comparing the difference between average outcomes in the programme group with those in the control services and financial incentives, as well as the impact of financial incentives in isolation. Individuals are randomly allocated to one of three groups. Comparing average outcomes for Programme Group 1 with those in the control group provides an unbiased estimate of the impact of combined ASA and financial incentives. Conversely, an unbiased estimate of the impact of financial incentives alone can be obtained by comparing average outcomes for individuals allocated to Programme Group 2 with those in the control group. Information from an experiment of this kind provides

Figure 2: Alternative ERA randomised design

<table>
<thead>
<tr>
<th>Random allocation</th>
</tr>
</thead>
<tbody>
<tr>
<td>ERA programme group 1: ASA services and financial incentives combined</td>
</tr>
<tr>
<td>ERA programme group 2: financial incentives only</td>
</tr>
<tr>
<td>Control group: New Deal and/or Working Tax Credit</td>
</tr>
</tbody>
</table>

group provides an unbiased estimate of the impact of the combined ERA service. However, such a research design does not indicate whether ERA services were delivered in a manner consistent with the programme’s design. Thus, the process study addresses this question. Moreover, this design does not allow the separate contributions of ERA financial incentives and the ASA services to the overall impacts of the programme to be estimated.

Figure 2 illustrates an alternative experimental design that was considered for the evaluation of the ERA Demonstration. This design allows the evaluation to determine the impact of combined ASA policymakers with the ability to compare the effectiveness of different programme components and, in the case of the ERA Demonstration, would determine whether it is more effective to combine caseworker services with financial incentives or simply introduce financial incentives alone. Impact estimates from such a design, combined with estimates of the net cost of each programme package, can then be used to determine which combination of services, if any, provides the most cost-effective approach to improving retention and advancement. Such a design is often referred to as a ‘differential’ experimental design.
There are, however, both practical and analytical barriers to implementing a differential experimental design. As previously discussed, experimental designs of all kinds are prone to contamination and crossovers. When complex, differential, experimental designs are used, such as the one illustrated in Figure 2, the potential for crossovers and contamination is increased.

Social experiments make administrative demands on those implementing the programme to be evaluated. Increasing the number of programme groups may increase the probability of administrative confusion and of an individual receiving the wrong set of services. In contexts such as the UK, where there is limited experience in implementing and managing random allocation designs, it may be preferable to keep the design as simple as possible. In North America, where there is a longer history of using random allocation to evaluate social programmes, a number of examples exist where differential designs have been used effectively.

In addition to the practical barriers to implementing a differential design, there is also the problem of sample size to consider. In order to be able to make statistically significant comparisons between outcomes in two programme groups and a control group, all things being equal, the required sample will need to be 50 per cent larger than that necessary for a single-programme-group design. In some cases, the additional sample size required may render a differential design impracticable. In the case of the ERA Demonstration, the number of experimental sites would need to be expanded beyond the six currently planned and it would be very difficult to estimate site-specific impacts.

Evidence from Canada (Michalopoulos et al. 2002) as well as the United States (Knox, Miller and Gennetian 2000) suggests that combining financial incentives with caseworker services is likely to produce bigger impacts than financial incentives alone for low-income groups. Thus, given the practical considerations, sample size constraints, and the fact that existing evidence suggests that individuals are likely to benefit more from a package that combines caseworker services with financial incentives, the ERA impact study was designed as a simple, single-programme-group design.

Of course, adopting a single-programme-group design, as set out in Figure 1, limits what can be learned about the individual effectiveness of different ERA programme components. The process study will, however, help in understanding the processes by which the various programme components bring about observed effects.

Generalisability

As previously indicated, a critical issue in the evaluation of Government programmes is ‘external validity’ - the extent to which estimated programme effects can be generalised to different locations and populations, to different time periods, and to different variants of the programme being studied. Questions about external validity apply almost equally to experimental evaluations, such as that of ERA, and to quasi-experimental evaluations. The external validity of specific estimates of programme effects may be questioned for a number of reasons. One of these, the representativeness of pilot sites, was discussed above. A number of others are considered in this subsection.

1 Parts of this section borrow from Friedlander, Greenberg and Robins 1997.
Extrapolation to different times and places

This is a serious, if obvious, problem. Social attitudes, Government institutions, the business cycle, the relative demand for unskilled and skilled labour, and other relevant factors may change in the years following an evaluation. Likewise, different locations may have dissimilar social attitudes, local government institutions, labour market conditions, and so forth. Moreover, the characteristics of programme participants could differ as well.

Scale bias

The external validity of pilot tests of policy innovations may be compromised by ‘scale bias’. Manski and Garfinkel (1992) and Garfinkel, Manski and Michalopoulos (1992) suggest that when pilot tests are scaled up to universal participation, this could change community norms or combine with patterns of social interaction or information diffusion in ways that will feed back and influence the success of the policy innovation. These community or ‘macro’ effects, they argue, will be absent in small-scale pilot programmes or partially-scaled programmes. In addition, testing a programme on a small scale may cause the composition of the programme participants to differ from what it would be if the programme were rolled out nationally by inhibiting the diffusion of information about the programme to potential applicants or, in an experiment such as ERA, by discouraging risk-averse individuals from applying to a programme when they could be randomly assigned to a no-services control group (see Heckman 1992; Heckman and Smith 1995; and Manski 1993, 1995). At present, little is known about the practical importance of these effects. Although the possibility of bias caused by distortion of the participant sample in small-scale pilot tests has strong theoretical appeal, its empirical importance is yet to be demonstrated. This issue is further discussed below in considering ‘entry effects’.

One quasi-experimental approach for avoiding biases caused by testing policy innovations on a small scale is to implement them on a site-wide, fully-scaled basis in some locations and, for comparison, use other sites (perhaps statistically matched) that have not adopted the innovation. Although this ‘saturation’ evaluation design does, in principle, allow feedback effects to be captured, the programme may have to be kept in place for many years, with firm guarantees of permanency, before these effects reach full potency. Moreover, as previously discussed, cross-site-comparison designs will produce unreliable estimates of programme effects if the programme and comparison sites differ in ways that are inadequately controlled for in the evaluation.

Services received by control group members

It is often the case that some members of control or comparison groups receive services similar to those received by programme group members. For example, in the case of the ERA evaluation, members of New Deal target groups will receive help in securing employment regardless of whether they are assigned to the programme or control group, although the nature of this help will differ in some respects. Under these circumstances, estimates of programme impacts do not measure the pure effect of participating in the evaluated programme versus the absence of receiving any similar services at all. Rather, they measure the incremental effect of whatever additional services the
programme provides. For example, the ERA programme group will receive two years of post-employment casework services, as well as financial incentives that encourage full-time stable employment and participation in training while working; but the control group will not.

The fact that the services received by the programme and control groups overlap to some degree does not distort programme evaluation findings, as long as the services received by the latter are representative of the true counterfactual. If they are, the resulting impact estimates will clearly be policy-relevant. However, the overlap is a source of at least two potential threats to external validity. First, not only will the evaluated programme differ over time or from one place to another, but the array of activities available to comparison-group members will also differ, complicating the problem of generalising the evaluation results. Second, the very existence of the programme being evaluated might change the services available to the control group. This second threat to external validity, which Heckman and Smith (1995) call 'substitution bias', could occur, for example, if ERA absorbs resources that would otherwise be available to members of the control group or, alternatively, if, as a result of serving some persons who would otherwise enter the New Deal, ERA frees up additional resources that can then be used to serve those who enter the New Deal and are assigned to the control group.

**Hawthorne effects**

The behaviour of participants in a pilot test of programme or policy could be influenced by knowledge that they are part of the pilot test, not only by the receipt of the tested services, a so-called 'Hawthorne effect'. For example, if ERA participants know that their labour market performance will be measured in terms of certain outcomes, such as stable work patterns, some of them might attempt to succeed in terms of these outcomes.

There is virtually no information about whether Hawthorne effects bias findings from social experiments. It seems possible that members of both the programme and control groups could respond similarly to being part of a social experiment. If so, such effects will cancel out in measuring impacts, and there would be no bias. Alternatively, some control group members could be discouraged by the fact that they were allocated to the control group, rather than the programme group, and alter their behaviour for that reason.

**Entry effects**

If the services provided by a programme are perceived as beneficial, then some individuals who are initially ineligible to participate may adopt behaviours needed to qualify (an 'entry' effect). On the other hand, in the case of mandatory work or training requirements for benefit recipients, individuals might leave the benefit rolls when they are informed that they will be subject to the newly-established requirements (an 'exit' effect). Similarly, some individuals who might otherwise have entered the benefit rolls may decide not to do so if they will be required to meet work or training requirements (a 'deterrent' effect).

Manski and Garfinkel (1992) and Moffitt (1992, 1996), among others, have argued that programme entry, exit and deterrent effects could be substantial. However, findings from non-experimental attempts to measure these effects, which have generally relied on aggregate-level time-series studies of programme applications, are mixed and inconclusive (for example, see Johnson, Klepinger and Dong 1990; Wissoker and...
Watts 1994; Chang 1996; Phillips 1993; Schiller and Brasher 1993). There has been only one attempt to use experimental methods to measure entry effects - an evaluation of a pilot test of a Canadian programme that provided very generous earnings supplements to lone parents on welfare who worked full-time (Berlin et al. 1998). Newly enrolled benefit recipients, who were allocated at random to a programme group, were told that if they remained on welfare for the next 12 months, they would subsequently qualify for earnings supplements provided they then worked full-time. The control group was not given this information, as they were not eligible for the earnings supplement. After a year, 3.1 per cent more of the programme group than the control group were still on the welfare roll.

If rolled out nationally, the ERA programme could potentially cause important entry effects among members of each of the three programme target groups. First, while individuals must participate in ND25+ after they have been on Jobseeker’s Allowance for 18 months, they can volunteer before then. Although not many individuals in receipt of Jobseeker’s Allowance currently volunteer, this may change if the opportunity exists to qualify for the financial incentive payments provided by ERA. Second, the NDLP is a voluntary programme for lone parents who are either not working or working fewer than 16 hours a week. The financial incentives offered by ERA could induce more such individuals to volunteer. Third, lone parents who work part-time (between 16 and 30 hours a week) will be able to qualify for ERA incentive payments, but those working full-time (over 30 hours) will not. Thus, there will be incentives for lone parents who are currently working full-time to temporarily reduce their hours in order to qualify.

None of these entry effects are likely to be important in the pilot test of ERA. Because it will be run in only six sites and enrolment into the pilot test will be limited to a year in most cases, relatively few of those who do not already qualify for the test programme will be sufficiently knowledgeable about it to change their behaviour accordingly. However, this would no longer be the case if the programme were rolled out nationally on a permanent basis. Thus, if entry effects are important, findings from the pilot test may not generalise to a permanent programme. However, a national rollout of ERA might well be accompanied by rules that are specifically designed to minimise entry effects. For example, a national ERA could be restricted to unemployed persons who have been receiving Jobseeker’s Allowance for at least 18 months. A similar restriction could be imposed on WTC lone parents who have been working part-time. Of course, some unemployed persons and part-time workers who desire full-time work might wait for 18 months before taking such jobs. However, the evidence mentioned above for the Canadian programme suggests that this effect is likely to be small. If rules that succeed in limiting entry effects were made part of a national ERA, findings from the pilot test are likely to be more generalisable to the permanent programme.

General equilibrium effects

A Government programme that is being pilot tested may have important effects on the wellbeing of those who are not enrolled in the programme, or at least it would were the programme rolled out nationally. Two such effects are equilibrium wage effects and substitution effects. Empirical evidence about the magnitude of both of these effects is quite limited.
If participants in a programme search harder for jobs, or work more weeks or hours than they otherwise would, the resulting increase in labour supply will tend to lower the equilibrium wage within the labour markets in which they work. Thus, workers who are employed in the same labour markets as programme participants could receive lower wages than otherwise. For this effect to be very large, however, three conditions must hold: (1) the minimum wage must not constrain downward movements in wage rates; (2) programme participants must account for a fairly large share of the workers in the relevant labour markets; and (3) programme effects on job search and weeks and hours worked must be fairly large.

Even if rolled out nationally, ERA seems unlikely to bring substantial equilibrium wage effects. It is anticipated that, at least initially, most participants would be employed in low-wage labour markets. Thus, at least to some degree, the minimum wage would probably constrain reductions in equilibrium wages. Moreover, the ERA target groups are limited to the long-term unemployed and lone parents. Because the long-term unemployed participate in the same labour markets as other unemployed persons and individuals who are currently employed, and lone parents participate in the same labour markets as married and childless persons, they account for only a fairly small proportion of the total supply population in any given labour market. Finally, ERA’s impacts are expected to be moderate at best.

Substitution effects occur if participants in a programme hold jobs that individuals who do not participate would otherwise have held (Johnson 1979). If these non-participants become unemployed or accept lower-wage jobs as a result, then their earnings fall. Despite these potential adverse effects, there is very little research quantifying the magnitude of substitution effects. However, a recent evaluation of the New Deal for Young People (NDYP) provides a preliminary analysis of substitution effects that suggests they could be modest (Blundell et al. 2002).

In the case of ERA, substitution effects would occur if the intervention has a positive impact on the job retention or job advancement of those who are included in the target group, and, as a result, fewer job vacancies or opportunities for advancement were available to those who are not included in the ERA target group. The magnitude of this potential substitution effect is likely to depend on the state of the local labour markets in the programme pilot sites. If a local labour market is tight, then alternative job opportunities are likely to be available to those outside the target group; but if it is loose, then the cost of substitution to those affected could be substantial.

It is also possible that, as a result of its emphasis on advancement, ERA will help some participants to leave slack occupational labour markets for tight ones – for example, through encouraging training. If this occurs, ERA would decrease the competition for job vacancies in the slack markets, making it easier for those who remain in these markets to find jobs. In theory at least, this could produce a result that is the exact opposite of a substitution effect: total employment among those not participating in ERA could actually increase.
Using the planned evaluation of the ERA Demonstration for illustrative purposes, this paper examines the strengths and weaknesses of random allocation experiments for evaluations of social programmes. The ERA Demonstration will test the efficacy of a new policy intervention that combines pre-employment and in-work support with financial incentives to attempt to find jobs for those who need them and to sustain employment and facilitate advancement in jobs for those who are in employment. These services and financial incentives will be tested in six Jobcentre Plus districts, which differ from one another in a variety of ways and are located throughout Great Britain. The services and financial incentives are targeted at three groups of disadvantaged individuals: participants in the ND25+, participants in the NDLP, and WTC claimants.

The paper suggests that, for evaluating ERA and a wide variety of other social policy interventions, an experimental design is superior to alternative designs that might be used instead – for example, ‘before and after’, ‘matched sites’, or ‘participant/non-participant’ comparisons. It will provide greater assurance of internal validity, while being no more costly or time-consuming. However, this does not mean that an experimental design is always superior for evaluating all social policies; just that it is often advantageous and that it is clearly so for evaluating ERA. Non-experimental methods may be less expensive and less time-consuming, however, than random allocation for evaluating already existing programmes. Moreover, occasionally there are ethical reasons for not using random allocation. Nonetheless, if implemented and run properly, an experimental design will almost always provide greater internal validity.

No single evaluation design, even random allocation, can answer all the questions about a specific social policy that are of interest. Sometimes, however, certain design modifications can be made that can help address certain issues. For example, although ultimately not adopted, consideration was given to using a differential experimental design for the ERA Demonstration in order to determine whether the impact of combining financial incentives with services would be greater than the impact of financial incentives alone. Other limitations of a single evaluation design can be at least partially overcome by combining several different approaches. As discussed in the paper, for example, non-experimental econometric methods will be required to examine certain issues concerning ERA’s impact on advancement, while a process analysis will be used to help determine whether ERA services were delivered in the manner intended.

There are certain important questions that no combination of evaluation methods can definitively address, however. As detailed in the paper, for example, neither experimental
nor non-experimental methods will be able to provide more than limited information about which specific components of ERA are most or least effective – the so-called ‘black box problem’. In addition, once findings from the ERA Demonstration become available, uncertainty will inevitably remain about their external validity – that is, the extent to which they can be generalised to different locations and populations and to different time periods; whether they are subject to scale bias, general equilibrium wage effects, substitution effects, and/or Hawthorne effects; and whether entry effects might occur if ERA is rolled out nationally that did not arise during the Demonstration – regardless of the combination of experimental and non-experimental methods that were used to obtain them.
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Social Experiments in the UK

The Benefits Agency Visiting Officer (BAVO) pilot evaluation

In this pilot test, which began in the United Kingdom in the spring of 2000 and continued for six months, Benefits Agency visiting officers made and maintained direct contact with a small sample of unemployed lone parents receiving Income Support. Through a series of face-to-face interviews the visiting officers attempted to assist subjects in returning to work or obtaining training. The pilot test was to be evaluated by random allocation. However, of the 406 individuals who agreed to participate in the demonstration, 189 were randomly assigned to the treatment group and 217 to the control group. In the event, only fractions of these groups were actually interviewed by the evaluators: 101 (53 per cent) from the treatment group and 140 (65 per cent) from the control group. Thus, the planned random allocation evaluation was not feasible.

The Employment Zones evaluation

The evaluation assessed a pilot programme that is operating in 15 high-unemployment areas. The random allocation evaluation, which began in the year 2000, was conducted in four of these areas. Employment Zones are mandatory for long-term Jobseeker's Allowance recipients and operated by private sector contractors, who provide pre-work support and up to 13 weeks of post-work support. In the Employment Zones, a client and a personal advisor first develop an Action Plan, and then the client undertakes the prescribed actions. Employment Zone contractors receive incentive payments for each client placed in employment within 39 weeks and for each placed client who retains employment for at least 13 weeks. A substantial fraction of the control group could not be traced for the purposes of obtaining outcome data. The Government has not yet released a report describing the experimental findings.

The In-Work Training Grant (IWTG) pilot

Begun in June 2000 and continued for 12 months, the pilot tested programme offered grants for training of up to £750 to lone parents participating in the New Deal for Lone Parents programme at the time they moved from unemployment into jobs. The pilot test was to be evaluated by random allocation, but ultimately was not because of the low take-up of the grants.

The Intensive Gateway Trailblazers (IGT) evaluation

Conducted in 1999, the experiment tested a mandatory 2-week intensive course undertaken during the NDYP gateway. Subjects were followed for nine months. There is no available written report on the impact analysis. However, the evaluators indicate that there was ‘some indication that
at the margin IGT increased the proportion of young adults entering jobs. In practice, the services received by clients enrolled in the treatment group did not differ very much from those received by control clients. For example, there was difficulty in securing attendance at the mandatory courses. As a result, programme impacts were expected to be small.

The 1-2-1 for the very long-term unemployed study
Conducted from June 1996 to April 1997, this experiment tested the effects of voluntary interviews, assessment, and guidance and job search on a medium-sized sample of long-term unemployed (30 months or more) workers. Subjects were followed for six months. Six months into the treatment, the likelihood of exit from the unemployment register increased by 13 percentage points; 34 per cent of the treatment group exited the unemployment register versus 21 per cent of the controls. This impact estimate is statistically significant. Most of the exits were into training and education, rather than employment.

The 1-2-1/workwise for 18-24-year-olds tracking study
Conducted from April 1994 to April 1996, this experiment tested the effects of mandatory interviews, assessment, guidance and job search on a medium-sized sample of long-term unemployed youths. Subjects were followed for two years. Between 13 and 24 weeks after random allocations, 35 per cent of clients in the treatment group either found work or training and education; 22 per cent of the controls achieved these objectives. This 13 percentage point difference is statistically significant.

The lone parent caseworker pilots evaluation
Conducted from 1994 to 1995, this experiment tested a pilot unemployment assistance programme on a medium-sized sample of single-parent welfare recipients. Subjects were followed for eight months. Virtually the same proportion of treatment subjects and control subjects did not change their job status and, thus, did not change their benefit receipts. Of those who did change their circumstances, there was no statistically significant difference between treatment subjects and controls concerning why they changed their official status. No employment effects could be attributed to the intervention.

The Jobplan evaluation
Conducted in 1993, this experiment tested the effects of an intensive goal-setting workshop on a large sample of unemployed workers. Subjects were followed for three months. Compared to the control group, 5.2 per cent more of the Jobplan members were off the unemployment register 16 weeks after random allocation. Of this, 2.1 percentage points are attributed to those who found work; the remainder is equally divided between those who enrolled in work training and other reasons. Only the combined effect is statistically significant.

The Supportive Caseloading evaluation
Conducted in 1993, this experiment tested the effects of mandatory consultation sessions on a medium-sized sample of the unemployed. Subjects were followed for up to 26 weeks. At 13 weeks, 40 per cent of the treatment group was no longer receiving unemployment benefits, compared to 23 per cent of the control group. At 26 weeks, 22 per cent of the treatment group
had found employment compared to 8 per cent of the control group, a 14 percentage-point difference, which was 2 percentage points higher than the effect observed at 13 weeks.

The evaluation of the 30-month-plus Restart interviews
Conducted from May 1992 to December 1992, this experiment tested the effects of using more experienced advisers in conducting Restart interviews on a large sample of Unemployment Benefit claimants. Subjects were followed for six months. There were no statistically significant differences in outcomes between the programme group and the control group.

The evaluation of the 13-week review
Conducted in late 1991, this experiment tested a new unemployment insurance programme on a large sample of individuals collecting unemployment benefits. Subjects were followed for six months. During the six-month tracking period, 46 per cent of the claimants in the programme group left the unemployment register, thereby terminating their receipt of unemployment benefits; in comparison, only 41 per cent of the claimants in the control group left the register. Fifteen per cent of the claimants in the control group who left the register later signed on again, compared with 19 per cent in the programme group.

The Restart experiment
Conducted from 1989 to 1991, this experiment tested the effects of mandatory interviews with a counsellor on a large sample of Unemployment Benefit claimants. Subjects were followed for one year after the interview was scheduled. Restart reduced unemployment claims by around 5 per cent. Persons in Restart spent less time as unemployed claimants during the study period and took less time to leave the unemployed claimant register and find employment or enter a training programme. Restart had an effect on time in a training programme, but not on the use of job search or on wage levels, job stability, or job quality. The analysis of whether Restart affected time in employment was inconclusive. Restart tended to move participants into a non-claimant, non-employment status for a short period immediately after the counsellor interviews, but in the longer term this effect was reversed.
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